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Vibration Sensing of a Bridge Model Using a
Multithread Active Vision System

Tadayoshi Aoyama
Takeshi Takaki, Member, IEEE, |daku Ishii

Abstract—This study proposes a concept for multithread
active vision sensing that can measure dynamically chang-
ing displacement and vibration at multiple points on civil
engineering structures. In multithread active vision sens-
ing, a high-speed camera can function virtually as multiple
tracking cameras by accelerating its measurement, compu-
tation, and actuation with ultrafast viewpoint switching at
millisecond level. This enables simultaneous measurement
of small vibrations distributed across a wide range, which
cannot be observed using a single camera system, because
its pixel accuracy is generally incompatible with its wide
angle of view. We developed a galvanomirror-based high-
speed multithread active vision system that can switch 500
different views in a second; it functioned as 15 virtual cam-
eras each operating at 33.3 fps to observe multiple scenes
in completely different views. The experimental results for a
4-m-long truss-structure bridge model to which 15 markers
were attached show that a single active vision system can
observe the deformation of the bridge structure and esti-
mate modal parameters, such as resonant frequencies and
mode shapes, at a frequency on the order of dozens of hertz.
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|. INTRODUCTION

cluding bridges and buildings, is an important technology
for structural health monitoring to inspect the degrees of struc-
tural damage in their dynamic properties. Most vibration anal-
yses to measure the dynamic responses of civil engineering
structures have been conducted using contact-type sensors such
as accelerometers or strain gauges [1]-[4], or noncontact-type
optical sensors such as laser vibrometers or radar interferome-
try systems [5]-[8]. When installing contact-type sensors, the
sensor must be attached on a reference point on the structure;
however, there are many cases in which it is difficult or im-
possible to access the point on the structure on which it is
to be installed. Owing to the acute directivity of laser beams,
laser vibrometers can remotely measure vibration displacement
with high accuracy. However, most optical sensors are designed
for small displacement measurements at a single point by us-
ing high-intensity laser beams for long-distance measurement,
which may endanger human eyes.

For noncontact dynamic displacement and vibration measure-
ment featuring low cost and flexibility in its application to struc-
tures, many vision-based studies using commercial standard
digital cameras operating at dozens of frames per second have
been reported [9], [10] such as vibration and force measurement
for cables [11], [12], digital-image-correlation-based displace-
ment measurement for railway bridges [13], cantilever-beam
measurement using subpixel Hough transform [14], rotational
angle measurement for large civil structures [15], and dynamic
displacement measurement of large structures with a robust ob-
ject search algorithm [16]. Audio-frequency-level structural vi-
bration analyses using high-frame-rate (HFR) videos have also
been reported in [17]-[21], and recently several studies have
used real-time HFR vision systems operating at hundreds or
thousands of frames per second for simultaneous structural vi-
bration analyses [22], [23].

Despite the fact that several digital-image-correlation meth-
ods have dealt with subpixel displacement measurement, the
accuracies of vision-based approaches are still limited to the or-
der of the pixel pitch of an image sensor. It is especially difficult

V IBRATION monitoring of civil engineering structures, in-
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for a single camera to simultaneously observe small vibration
displacements at many points that are distributed across a wide
area of a large-scale structure, because the total number of pixels
of the image sensor and the optical resolution of the camera lens
are insufficient to observe both the global shape of the large-
scale structure and the local small vibrations in a single image. A
multicamera network using multiple active pan-tilt-zoom (PTZ)
cameras, which has been studied and developed actively in the
field of security-based surveillance [24], [25], is one of the
methods to observe real-world information in a wide area. This
method requires as many active PTZ cameras as the number of
measurement points to simultaneously observe small displace-
ments at many points on a large-scale structure. However, as
the number of PTZ cameras increases in a large-scale multi-
camera network that consists of dozens or hundreds of cameras,
many issues, such as the physical size of multiple PTZ cam-
eras and the complexities in camera control software, become
more serious problems. If a single active camera system could
simultaneously measure small displacements at many points
distributed on a large-scale structure instead of multicamera-
network-based surveillance, the installation and management
cost of the vision-based measurement system could be remark-
ably reduced in vibration analysis for large-scale structures.

Therefore, in this study, we propose a concept of multithread
active vision in which a single high-speed tracking camera can
function virtually as multiple pan-tilt tracking cameras by accel-
erating its measurement, computation, and actuation with ultra-
fast viewpoint switching. We developed a galvanomirror-based
high-speed multithread active vision system that can switch and
process 500 different views in a second. These views cannot be
simultaneously observed using a single camera. Several struc-
tural vibration analyses have been conducted for a truss-bridge
model in which the multithread active vision functioned as 15
virtual cameras operating at 33.3 fps. The remainder of this pa-
per is organized as follows. Section II introduces the concept of
multithread active vision for large-scale-structure monitoring.
Section III gives an outline of the galvanomirror-based mul-
tithread active vision system and its specification. Section IV
shows its effectiveness for structural vibration analysis by pre-
senting vibration measurement results for a 4-m-long truss
bridge model, including estimation of modal parameters, such
as resonant frequencies and mode shapes at dozens of hertz.
Section V discusses the concerns that arise about the appli-
cation of the proposed method to the measurement of struc-
tures that are dozens of meters long. In Section VI, we give the
conclusion and discuss future work.

[I. MULTITHREAD ACTIVE VISION SENSING

As mentioned in the introduction section, it is difficult to ap-
ply amulticamera network using multiple active PTZ cameras to
vibration sensing for large-scale structures because of the phys-
ical size of multiple PTZ cameras or complexities in the control
software. In addition, high-magnification lenses are required
to obtain high-resolution images when we observe large-scale
structures; thus, it is very difficult to set multiple positions and
to calibrate multiple points by using different multiple cameras.

Thus, a single camera system for vibration sensing is required for
large-scale-structure analysis; however, it is difficult to realize
simultaneous vibration observation at many points on a large-
scale structure using a single camera system because its resolu-
tion is insufficient. If we observe 10- or 100-m-scale structures
in a megapixel image, 1 pixel corresponds to 10 or 100 mm; it is
difficult to measure small displacements of the order of 1 mm.
In these circumstances, 10 000 x 10 000 pixel or 100 000 x
100 000 pixel image sensors are required to achieve 1-mm mea-
surement accuracy. Currently, there are no such high-resolution
image sensors; additionally, the optical resolution of the camera
lens is insufficient. Therefore, this paper proposes a multithread
active vision system that can perform as a virtual multi-PT (pan
and tilt) camera using a single camera system. The multithread
active vision system is also highly competitive in price because
high-magnification lenses are quite expensive. In general, the
resonant frequency of large-scale structures is low, that is, a
few hertz. In this paper, the multithread active vision is real-
ized by 15 virtual cameras operating at 33.3 fps. The 33.3-fps
camera suffices for observation of large-scale structures. The
main difficulties in visual observation of large-scale structures
are the setting problem for a multiple camera system and the
low resolution of a single camera system. The multithread active
vision system overcame both of these problems. In this study,
we assumed that the multithread active vision is applied under
the condition that the subject distance is 100 m in scale and
a high-magnification lens is used. Thus, the depth of focus is
sufficiently long to obtain clear images of multiple viewpoints.

Recently, high-speed vision systems operating at 1000 fps or
more have been developed [26], [27]. Object tracking systems,
such as optical flow [28] or face tracking [29], are acceler-
ated using these high-speed vision systems; the effectiveness
of the high-speed vision system has been confirmed in robotic
control [30], [31], flying-object tracking [32], and micro-object
tracking [33]. Although imaging and processing of these vision-
based tracking systems is accelerated, the actuator speed is in-
sufficient; therefore, the tracking systems are based on visual
feedback, which requires a few frames for convergence. Thus,
the independent control of pan and tilt angles at every frame
is difficult and the tracking system cannot function as a virtual
multi-PT camera system.

The following conditions are required so that a single active
vision system has a potency equivalent to that of multiple pan-tilt
cameras.

1) Acceleration of imaging and processing: When each vir-
tual PT camera is shooting at dozens of frames per sec-
ond, the frame capturing and processing rate of an actual
single vision system must perform the imaging and pro-
cessing for multiple images of the virtual PT cameras.
A rate of several hundreds or thousands of frames per
second is necessary in order to realize dozens of virtual
PT cameras.

2) Acceleration of viewpoint control: High-speed and inde-
pendent viewpoint control must ensure that a frame does
not affect the next frame in order to control the view-
point at every frame corresponding to the acceleration of
imaging and processing. Thus, viewpoint control via a
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high-speed actuator that has a frequency characteristic of
a few kHz is necessary.

Fig. 1(a) shows the concept of multithread viewpoint control
based on meeting the two required conditions described above.
The multithread viewpoint control is the concept that performs
viewpoint control of virtual multi-PT cameras on a single ac-
tive vision system by implementing time-division multithread
processing of viewpoint control. Multithread processing is the

concept that threads conducting tasks are simultaneously per-
formed in a processor with time sharing. This idea of multithread
viewpoint control is extended to PT camera control including
imaging, processing, and viewpoint control. The multithread
viewpoint control requires not only parallelization of process-
ing but also minimization of the temporal granularity of the
time-division thread processing time for imaging and viewpoint
control. Thus, the imaging, processing, and viewpoint control,
including the motion of the actuator, must be accelerated. In
this paper, high-speed hardware system is considered in order
to realize acceleration of the imaging, processing, and viewpoint
control.

I1l. GALVANOMIRROR-BASED MULTITHREAD ACTIVE
VISION SYSTEM

We developed a high-speed multithread active vision system
for real-time vibration analysis. In this paper, a high-speed vision
system and a galvanomirror are used in order to accelerate image
processing and viewpoint control based on the concept of the
multithread active vision. The multithread active vision system
consists of the high-speed vision platform IDP Express [34], a
galvanomirror (6210H, Cambridge Technology), and a control
personal computer (PC) (Windows 7 Enterprise 64-b OS, ASUS
P7P55D-E board, Intel Core 15 760 2.8-GHz CPU, 4-GB DDR3
1333-Hz memory). A DA board (Interface, PEX-340416) to
send control signals to the galvanomirror and an AD board
(Interface, PEX-321216) to collect the pan and tilt angles of
the galvanomirror are mounted on the control PC. Fig. 1(b) and
(c) shows the system configuration and the system overview,
respectively.

IDP Express consists of a compact camera head, the dimen-
sions and weight of which are 23 mm x 23 mm x 77 mm
and 145 g, respectively, when no lens is mounted, a dedicated
FPGA board (IDP Express board), and a PC. The camera head
can capture and transfer 8-b gray-level 512 x 512 images to
the IDP Express board at 2000 fps. An f = 300 mm C mount
lens (18-300 mm F3.5-6.3 DC MACRO OS HSM, Sigma) is
attached to the camera head.

In order to accelerate image processing, the following calcu-
lation module is implemented in hardware to achieve high-speed
calculation; it can output at a maximum rate of 2000 fps. In this
study, we used simple image processing, that is, the binariza-
tion of the input image and calculation of the image centroid,
described above, to obtain the position of the viewpoints in
the measurement object. This simplification of the image pro-
cessing allows its implementation in hardware for high-speed
calculation and to realize robust calculation of the viewpoints’
position.

A. Binarization of Input Image

The input image of the camera head captured at time t,
I(x,y,t), is converted to a binary image B(x, y, t)

B (2,y,1) = { L Ue,1) < 0s) (1)

0, (otherwise)
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Fig. 2. Truss-structure bridge model.

where 0p is the threshold.

B. Image Centroid Calculation

The zeroth-order and first-order moment features of
B(x,y,t) are computed as

MO = ZB(%Z/J) (2)
z,y
T,y z,y

The position of a tracked marker in the input image of the camera
is calculated as the following image centroid:

_ (M. M,
(Caracy> = (M07 Mo) . 4)

The galvanomirror can control 2-DoF viewpoints based on
pan and tilt angle mirrors. Both pan and tilt mirrors can control
in the range of —20° to 20° by applying a voltage signal via
the DA board mounted on the PC. The size of the pan and tilt
mirrors are 17.5 mm? and 10.2 mm?, respectively. We confirmed
that the galvanomirror angle can be controlled within 1 ms if
the mirror angle is in the range of 20°.

In this paper, we specified a 2-ms frame interval consisting
of 1-ms viewpoint control and 1-ms exposure and processing
time as the minimum thread unit time. Whether the number
of measurement points increases or not, we consider using a
minimum frame interval in order to realize as high a performance
measurement as possible.

IV. EXPERIMENTS
A. Bridge Model and Experimental Settings

The system performs one active vision as 15 virtual 33.3-fps
cameras by using multithread viewpoints processing along an
allocated visual line of 500 viewpoints/s for 15 virtual camera
tasks as shown in Fig. 1(a).

The proposed multithread system is implemented based on
time-sharing processing. After the position of the galvanomirror
and the measurement object are fixed, the galvanomirror-based
multithread active vision system does not need a special cali-
bration or setup, because the position between the measurement
object and the angles of the galvanomirror becomes a pair. In ad-
dition, in the preliminary experiment, we confirmed that 1 pixel
of each viewpoint corresponds to 0.280-0.294 mm; the dis-
placement difference of each viewpoint is small. Thus, we set
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the unit transformation from pixel to millimeter according to the
average value of 15 viewpoints, that is, 1 pixel = 0.286 mm.

The experimental bridge model used in this research is a truss
structure, as shown in Fig. 2. L-25 mm X 25 mm X 1.2 mm
L-type aluminum members were used for up-and-down chord
members and FB-15 mm x 2 mm flat aluminum members were
used for bent and left-and-right chord members. The length,
height, and depth of the bridge are 4, 0.18, and 0.3 m, respec-
tively. The experiments were conducted at a condition in which
500 mm x 300 mm and 18.1-kg-weight steel plates were placed
on the top of the bridge model in order to adjust the resonant
frequency of the bridge model. The distance from the camera to
the center of the bridge model was 5.5 m; 1 pixel corresponds to
0.286 mm, and the 512 x 512 image corresponds to an area of
146 mm x 146 mm. In total, 10 mm X 10 mm squared retrore-
flective markers were attached to the centers of 15 up-and-down
chord members in the side of the bridge model. Each mark-
ers’ position is derived based on the image centroid calculation
described in Section III.

The vibration distribution of the 15 points on the bridge model
were measured at six metal halide illumination conditions. Gen-
erally, acceleration sensors are used for health monitoring of
civil structures and FFT analysis or modal analysis are con-
ducted [37], [38]. In order to get comparative data, 15 piezo-
electric pickups (PV-87, Lion) to measure vertical acceleration
were attached to the same positions as the retroreflective mark-
ers; the vibration distribution was obtained using a vibration
indicator unit (UV-15, Lion).

In this research, the viewpoint of the high-speed multithread
active vision system was changed in the following order: the
marker point 1 -2 —...— 15 — 1 —... in clockwise rota-
tion. Viewpoints were changed every 2 ms; each marker was
imaged every 30 ms. When the viewpoints moved along the
trajectories 1—...—8 and 9—...—15, the pan angle was ro-
tated by 4.64°. When the viewpoints moved from 8—9 and
15—1, the tilt angle was rotated by 1.66°. Fig. 3(a) and (b)
shows the pan and tilt angle trajectories of the high-speed mul-
tithread active vision system. Fig. 3(c) and (d), respectively,
shows the captured images and binarized images every 2 ms
when the bridge model was static and number stickers were
attached next to the markers on the bridge model to obtain
the number of viewpoints. From Fig. 3, we can confirm that
viewpoint movement finishes within 1 ms: the pan/tilt angles
were standing for more than 1 ms in the frame interval of 2 ms
and the viewpoint did not move in the exposure time of 1 ms.
Also, it is confirmed that the pan/tilt angles were controlled to
monitor the positions of the 15 markers attached to the bridge
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Fig. 3. Panftilt angles and captured images in 15-viewpoint switch-
ing. (a) Temporal changes. (b) Pan-tilt trajectory. (c) Captured images.
(d) Binarized images.

model. Fig. 3(c) and (d) confirms that the images of multi-
ple viewpoints were obtained without motion blur and the im-
ages are sufficiently clear to allow binarization. We confirmed
that the marker positions calculated from the input images of
each viewpoint can be measured within +0.1° (1 pixel) error
when the viewpoints changed every 2 ms for the static bridge
model.

PPNIE Citationgwith)
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Fig. 4. Experimental scene.
B. Evaluation of the Galvanomirror-Based Multithread
Active Vision System

This section describes vibration measurement experiments
using the developed galvanomirror-based multithread active vi-
sion system, conducted in order to verify whether our system
can perform as well as an existing vibration measurement sys-
tem. The multithread active vision system measured the center
of gravity of markers attached at 15 viewpoints in real time.
Bridge model vibrations were induced manually as shown in
Fig. 4. Fig. 5 shows time series data of the marker’s vertical
position y of 15 markers calculated from images captured by
the high-speed multithread active vision system, with compar-
ative data from the vibration indicator unit. The y position is
set to zero when the bridge model is static. The measurement
results of the high-speed multithread active vision system are
based on data obtained at a sensing rate of 33.3 Hz at each
viewpoint. In contrast, the sensing rate of the vibration indi-
cator unit is 2000 Hz. Although the time density of the data
from the high-speed multithread active vision is insufficient, it
does confirm that the maximum amplitude for the 15 points was
1.5 mm and that damped vibration occurred at around 11 Hz
center frequency.

Next, FFT analysis for the sensing data in Fig. 5 was con-
ducted in order to obtain the frequency response. Fig. 6(a) and
(b) shows the results of the FFT analysis of the high-speed mul-
tithread active vision system and the vibration indicator unit,
respectively. A peak frequency of 11.3 Hz was detected from
the results of both (a) and (b); this confirms that the peak fre-
quency of the bridge model can be detected from measurement
results of the high-speed multithread active vision system just
as well as from the data of vibration indicator unit.

Fig. 7 shows time series shape data of the bridge model based
on data from the 15 measurement points obtained by the high-
speed multithread active vision system. The shape data of the
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bridge model derived from the data of vibration indicator unit is
also shown in this figure for comparison. The vertical direction
is enlarged 80 times so that vertical vibration displacements are
emphasized. Fig. 7(a) shows the shape data without considering
synchronization of shooting time for the 15 measurement points
in the high-speed multithread active vision sensing system. The
shape derived from the high-speed multithread active vision
system is completely different from the shape derived from
the vibration indicator unit and is physically improbable. In
high-speed multithread active vision sensing, the measurement
position is sequentially updated every frame interval 7 = 2 ms.
If the y position of the ith point at time ¢;, is defined as

Y(ty) ="yt —it) (i=1,...,15)

30 ms are required to finish sensing the y positions of 15 mea-
surement points. Thus, a synchronization error occurred depend-
ing on the sweeping order of the measurement points during the
30-ms interval.

In order to solve this problem, the following third-order spline
interpolation with seven interval was used

i (t)= Spline(Y; (tx—3), Y (tr—2), Yi(tr—1), Yi(ts)
Yi(ter1), Yi(tis2), i (Yer3))-

Fig. 7(b) is the bridge model shape using ¢;(¢) in which y
was corrected assuming that the vertical positions at the 15
measurement points were measured simultaneously at time ¢. It
is confirmed that the corrected bridge model shape in Fig. 7(b)
is the same as the time series shape derived from the vibration
indicator unit, without generation of a physically improbable
shape.
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Fig. 7. Spatiotemporal deformation of bridge model. (a) Without cali-

bration. (b) With calibration.

C. Vision-Based Vibration Sensing Experiment

This section describes vibration measurement experiments
for several conditions of the bridge model, conducted in order
to verify whether our system can distinguish the condition of
bridge via vibration analysis. Fig. 8 shows the bridge model
conditions that were applied (C1-C4). In conditions C1-C3,
three, four, and six steel plates, respectively, were placed on the
center of the bridge model in order to change the weight and
resonant frequency of each bridge model. In condition C4, a

s s .- - a— Em——
= s =i~
v e -

C1: 3 plates (default)

C4: 3 plates with cracks

Fig. 8. Conditions of the bridge model.

fraction of the screws were removed so that the bridge model is
assumed to be virtually broken.

In these experiments, vibrations for bridge models (C1-C4)
were generated manually, as they were in Section IV-B. Fig. 9
shows the spatiotemporal deformation of bridge models (C1-
C4) after spline correction, and Fig. 10 shows the first mode
shape of bridge models (C1-C4). The modal analysis is con-
ducted based on the SSI-CPAST algorithm [35], [36], which
simultaneously identifies the input-invariant dynamic proper-
ties of an object under an unknown excitation.

The resonant frequencies of bridge models C1-C3 were de-
termined to be 11.14, 10.42, and 9.65 Hz, respectively (see
Table I). It is confirmed that the resonant frequency decreased
as the load increased. In contrast, the first mode shapes of bridge
models C1-C3 are not significantly different; this means that the
dynamic properties of bridge models C1-C3 are not very dif-
ferent. Although the resonant frequencies of bridge models C1-
C3 were different owing to the different weights of the bridge
models, the mode shapes of the bridge models, which indicate
dynamic properties, were almost the same because the bridge
models have the same structure. Thus, these sensing results have
validity.

The resonant frequency of bridge model C4, in which a frac-
tion of the screws were removed, decreases to a low value com-
pared to the resonant frequency of bridge model C1; also, the
first mode shape around the cracked position of bridge model
C4 is quite different from the shape of bridge model C1. It is
confirmed that the dynamic properties of the bridge model were
changed significantly because of the cracks in bridge model C4.

The experimental results in this section are almost same as
the analysis results derived from the vibration indicator unit (see
Figs. 9 and 10), which confirms the reliability of the analysis
results using the proposed multithread active vision system. The
measurable range of resonant frequency depends on the virtual
PT camera’s frame rate in the proposed multithread active vision
system. In these experiments, the virtual PT camera’s frame rate
was 33.3 fps and the maximum resonant frequency was around
11 Hz. Although the time density of the proposed multithread
active vision system is lower than that of a vibration indica-
tor unit, the proposed system can measure the displacements
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Fig. 9. Spatiotemporal deformation of the bridge models. (a) De-

formation of bridge model C1. (b) Deformation of bridge model C2.
(c) Deformation of bridge model C3. (d) Deformation of bridge model C4.

of multiple viewpoints using only one camera system and the
dynamic properties of the sensing object can be detected from
the sensing results of our system with nearly the same accuracy
as that of existing multiple sensors provided the resonant fre-
quencies of the sensing objects are low enough compared to the
virtual PT camera’s frame rate.

V. CONSIDERATION FOR PRACTICAL USE

The low brightness, defocus, and accuracy of each measure-
ment point are a matter of concern when we consider applying
our proposed sensing method to actual truss bridges dozens
of meters long. In this section, we discuss the brightness, de-
focus, and accuracy of the measurement points. We observed
a series of poles set at a distance of 27.5 m from the multi-
thread active vision system and having a width of 20.0 m, as
shown in Fig. 11(c), in order to consider the application of

e
()
LNONSANNG NS NI\
RS SIS

(©

LN NSNS
T NN ST ST

(d

Fig. 10. Mode shape of the bridge models. (a) First mode shape of
bridge model C1. (b) First mode shape of bridge model C2. (c) First
mode shape of bridge model C3. (d) First mode shape of bridge
model C4.

TABLE |
TABLE OF THE FIRST MODE FREQUENCY

Cl Cc2 C3 C4

11.14
11.25

10.42
10.51

9.65
9.42

6.54
6.54

Multithread active vision
Vibration indicator unit

our method to actual truss bridges. Corner cubes were used as
markers of the measurement points, as shown in Fig. 11(a). Our
experiments were conducted using our multithread active vision
system with a metal halide lamp and a half-mirror installed to
illuminate the markers, as shown in Fig. 11(b). In addition, a
zoom lens (JOBLE, 4320-8640 mm, F10-90, HTZ-8600) was
attached to the camera head in order to realize long-distance
photography.

A. Discussion of Brightness

In long-distance photography, since a low aperture ratio value
is in general set when a zoom lens is used, the brightness of the
measurement points is insufficient, and thus, it is difficult to
apply a vision-based sensing method, including our proposed
method. By setting corner cubes or LEDs at the measurement
points, observation in order to measure points at a distance of
dozens of meters becomes possible. Fig. 12 shows the captured
images of markers at a series of nine measurement points in-
stalled at a distance of 27.5 m and having a width of 20 m and
Fig. 13 shows the binarized images of the nine measurement
points. These images confirm that the same algorithm using the
proposed system can derive binarized images even on the actual
truss-structure scale. We conclude that the brightness is suffi-
cient for measurement when we apply the proposed method to
structures having a length of dozens of meters.
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Fig. 11.  Experimental scene of supplemental experiments. (a) Corner
cube attached on the top of the pole. (b) Overview of the multithread
active vision system. (c) Experimental environment.
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Fig. 12. Captured images.

B. Discussion of Defocus

When structures of a scale of several tens of meters are mea-
sured using the proposed method, the distance between the
shortest and the longest measuring point from the camera po-
sition becomes larger; then, focus blur becomes a matter of
concern. When corner cubes or LEDs are set at the measure-
ment points, the proposed method, which derives the position
of the measurement point by binarizing the markers at the mea-
surement point, does not cause a serious focus blur problem.
The images of the measurement points using corner cubes are
binarized correctly, as shown in Fig. 13. The binarized images
are not inferior to those in Fig. 3(d) captured from a distance of
5.5 m, and the focus blur is within the allowable range. Thus,
we conclude that the defocus is acceptable when applying the
proposed method to a structure of a scale of several tens of me-

Point 2

Point 3

Point 1

®

Point 5

Point 6

Point 4

Point 8

Point 9

Point 7

Fig. 13. Binarized images.

ters. In addition, we confirmed that it is possible to measure the
position of the measurement points, even if they are at a distance
of around 40 m.

C. Discussion of Accuracy

When measuring structures of a scale of several tens of me-
ters using the proposed method, the photographing distance be-
comes longer and the problem that the measurement accuracy
may deteriorate becomes a matter of concern. In this experimen-
tal condition, 1 pixel corresponds to 0.04 mm for a 4-m-wide
measurement object, whereas 1 pixel corresponds to 0.234 mm
for a 20-m-wide measurement object. Although the accuracy
deteriorates as the measurement object becomes larger, the am-
plitude also increases and is more than a few millimeters in the
case where the scale of the measurement object is a truss bridge
of several tens of meters[39]. Thus, we conclude that the accu-
racy of the proposed system is sufficient for the measurement
of a structure of a scale of several tens of meters.

According to the above three discussions, in our opinion the
proposed multithread active vision system can also be applied
to the vibration measurement of a truss structure of a scale of
several tens of meters.

VI. CONCLUSION

In this paper, we proposed a concept for a multithread active
vision system in which a single high-speed tracking camera can
virtually function as multiple PT tracking cameras by accelerat-
ing its measurement, computation, and actuation with ultrafast
viewpoint switching. We developed a real-time vibration dis-
tribution analysis system for wide-range large constructions,
which is difficult to measure with one camera system by using
a multithread active vision concept that performs virtually as 15
cameras, each operating at 33.3 fps. Vibration measurement ex-
periments were conducted on a 4-m-long truss-structure bridge
model to which 15 markers were attached and it was confirmed
that the single active vision system could observe the defor-
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mation of the bridge structure and estimate modal parameters,
such as resonant frequencies and mode shapes, at a frequency of
dozens of hertz. Improvement of the sensitivity, sensing accu-
racy, and sensing range of the proposed high-speed multithread
active vision system, and development of applications for sys-
tem for monitoring society’s infrastructure are left for future
study.
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